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ABSTRACT

The perceptual evaluation of the Audio Augmented Reality (AAR) experience is typically conducted using
authenticity or plausibility as a measure of realism of the sounds. The previous studies usually employed
methodologies where participants were comparing the exact reference with real sound. This paper proposes a
novel experimental design where participants rate the plausibility of a pair of real or virtual loudspeakers playing
consecutively from different positions in the room. This approach sets expectations of the user very close to
real-life scenarios where similar but not identical sources exist within one environment. The objective of the study
is to assess plausibility and to evaluate spatial sound attributes using two auralization methods which simulate the
experimental room. Instead of using the yes/no paradigm, the proposed methodology employs continuous scales
which allow gaining insight into the correlation of plausibility with other sound attributes. The preliminary results
show that the proposed experimental design was successful in obtaining a meaningful comparison between the
two auralizations and the real source. Moreover, the analysis of results suggests that plausibility is a continuous
dimension.

1 Introduction

The Augmented Reality (AR) audio experience aims
to create a perfect illusion of the virtual sources be-
ing part of the real environment. Quality evaluation of
these experiences can be approached using two differ-
ent paradigms. One is aimed to quantify the subject
performance during a given task, and from it conclude
the quality of the rendering system. Its advantage is to
provide an objective evaluation. Another approach is to
evaluate realism, which is subjective and challenging to

measure. Evaluating the realism of an AR experience is
a multimodal task, as many factors contribute to it such
as the quality of the rendering system, task of the user,
modes of interaction, or the user’s personality. Thus,
it is necessary to precisely define the measure of the
quality being assessed.
One of the essential measures of the AR experience
quality is authenticity, which is commonly defined as
the perceptual identity of real and virtual events. In
previous studies, the authenticity of binaural rendering
was measured with a yes/no paradigm where partici-
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pants were listening to a real loudspeaker and its vir-
tual replication and had to respond if the sound was
real or not [1, 2]. The authenticity sets a very techni-
cally challenging goal which might not be feasible to
achieve in most rendering systems. Even very subtle
differences, like JND of timbre between the simula-
tion and reference sound (caused e.g. by headphones
repositioning) can contribute to the identification of the
simulation. Moreover, in most real life situations, the
immediate exact same reference to the virtual source
is not available. Plausibility, which relates to the sim-
ilarity to the internal expectation and not the actual
reference, seems to be a more appropriate measure of
audio experience quality. Lindau suggests a definition
of plausibility which applies to AR: “a simulation in
agreement with the listener’s expectation towards a
corresponding real event" [3]. Plausibility can be eval-
uated without real reference [4, 5] but in this case, it is
more prone to individual biases caused by experience,
training, etc. [6]. In previous studies, including a real
reference in the test design, resulted in a change of
plausibility judgment [7]. This suggests that the type of
reference presented to the listener might affect the per-
ception of plausibility. Wirler et al. proposed another
term - transfer-plausibility - in which the immediate
but not exact reference is introduced for direct compar-
ison. The experimental design proposed in this study
includes several loudspeakers playing simultaneously
from which participants have to pick the simulation.
This approach is more similar to real applications but
applies mostly to situations where multiple sources
play at the same time.

1.1 Overall Approach

This paper proposes a novel experimental design where
participants rate the plausibility of a pair of speakers
playing consecutively from different positions in the
room. This approach sets expectations of the user very
close to the real-life scenario where similar but not
identical sources exist within one environment. In a
real scenario of the AAR system, an immediate com-
parison with the real source is available, whereas the
reference is never identical with the virtualized sound.
During the experiment, subjects walk back and forth
following a predefined path which allows to evaluate
the dynamic rendering of the stimuli. The use of spe-
cial transparent headphones (AKG K1000) allows for
direct comparison between the simulation played on

headphones and the real sources played through loud-
speakers positioned in the room. The questionnaire of
the study not only investigates the plausibility percep-
tion but also includes several perceptual attributes taken
from the Spatial Audio Quality Inventory (SAQI) [9].
The inclusion of these attributes is motivated to gain
more insight into possible correlations between plau-
sibility and other sound attributes. In order to enable
such a study, the plausibility is evaluated on a continu-
ous scale instead of the yes/no paradigm often proposed
in the literature. Thus, here we consider plausibility as
a continuous dimension as using the yes/no paradigm
might unnecessarily limit the evaluation and richness of
the data. Such as situation could occur for instance for
a virtual sound source which can be distinguished from
a real reference while at the same time being perceived
as plausible. In addition, real sound sources could even
sound not very plausible when heard from unusual sit-
uations, for instance, if the direct path is occluded. For
these reasons, the proposed methodology includes not
only the evaluation of pairs where a virtual source is
contrasted with a real one, but also pairs of two real or
two virtual sources. Analysis of the results should give
insight into the influence of the comparison with a real
source on the plausibility judgment.
Another aim of the study is to validate the proposed
experimental design by comparing two different ap-
proaches to auralization of early reflections and late
reverberation. The first method exploits a simple 3D
numerical model of the room and runs a real-time beam-
tracing method to calculate the time and spatial dis-
tribution of the reflections. The late reverberation is
modeled with the Feedback Delay Network (FDN).
The second auralization method characterizes the room
with a single spatial room impulse response (SRIR),
which is further manipulated in order to account for the
relative listener-source distance. Both methods employ
the same simulation of the direct sound propagation
effect with a simple directivity model to simulate the
source radiation pattern. The two methods have dif-
ferent limitations and were chosen to investigate the
possible influence of different aspects of simulation on
the plausibility judgment. With the first approach, the
temporal structure of reflections should be closer to re-
ality as it is constantly updated according to the source
and listener positions in the room. In contrast, the late
reverberation is only an approximation of the measured
IR, as it is rendered through an FDN implementation.
On the other hand, the SRIR auralization can accurately
reproduce the time and frequency distribution of the
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Fig. 1: Loudspeakers positions in the experimental
room and participant wearing AKG K1000
headphones and HTC Vive tracker

late reverberation. However, it cannot account for the
varying early reflections patterns along the walking
path. The temporal structure of reflections is kept from
the original SRIR and does not depend on the position
of the listener and source, as it would in reality. Pre-
vious studies indicated that depending on the type of
variation in the temporal structure of early reflection
and position in the room, the accurate reproduction of
temporal pattern might not be necessary [10].

2 Virtual acoustics environment
implementation

2.1 Room and loudspeaker measurements

The experimental room is of size 10.68 m x 7.83 m
x 4.17 m and cubature 348.71 m3 as shown in Figure
1. The walls and ceiling are covered with a random
arrangement of absorptive and semi-reflective panels.
The floor is covered with linoleum on concrete. One
wall has a big glass window covered with a thick cur-
tain. During the experiments, the room was nearly
empty. The measured reverberation time at 1 kHz was
0.28 seconds with a slight global decrease according to
frequency (see Figure 3).
In order to conduct an objective comparison with the
auralizations (see section 2.6), acoustic measurements
were performed using sine-sweep signals for each of
the four loudspeakers used in the experiment and for 26
receiver positions evenly distributed (30 cm spacing)

along the walking path. The measured path is a straight
line, 7.5m long and parallel to the main room axis,
next to three of the speakers at a minimum distance
of 1.5 m (see Figure 1). Each point was measured us-
ing the EM32 Eigenmike R© (4th order 3D soundfield)
spherical microphone array from MH Acoustics and a
Neumann KU 100 dummy head. After the measure-
ments, each of the impulse responses was denoised to
allow for proper analysis and avoid any artifacts [11].

The four loudspeakers used for the experiment were
dual concentric Amadeus PMX 5. One of them was
measured in an anechoic chamber at IRCAM to char-
acterize its frequency response and directivity. The
microphone was set up 1m from the speaker. Measure-
ments were taken every 15◦ around the speaker which
resulted in a total of 24 measurement points. Thanks
to the axisymmetrical design of the loudspeakers, the
measurements were done only on the horizontal plane.

2.2 Direct sound and directivity modeling

The rendering of the direct sound for both auralizations
was the same. At first, the propagation delay was added
to the initial stimulus based on the distance between
the listener and the source. After that, the signal was
filtered with the on-axis spectral response of the exper-
imental loudspeaker, then the source directivity model
described below was applied. Next, the intensity atten-
uation according to distance was applied following the
conventional inverse square law. Finally, the signal was
convolved with a proper Head-Related Transfer Func-
tion (HRTF) controlled by the rotation of the listener’s
head and the relative position of the source.

The directivity of the source is synthesized through
the implementation of directional filters. The direc-
tivity modeling is based on beamforming up to 4th
order HOA which allows to approach a given radia-
tion pattern [12]. For simple radiation patterns such
as the one of concentric loudspeakers, the simulation
is approximated with a single spatial dirac distribution
bandlimited with the order of the HOA decomposition:
the higher the order the narrower the beam. To ensure
the best possible match of the model for each frequency
band, the simulation was verified by comparing the fit
of the curves from the measurements and simulation
focusing on the range of angles from which the lis-
tener would hear the speakers (-70◦ 70◦) along the path.
The operation was repeated in eight frequency bands
[13]. The resulting directivity index for simulation and
measurements are compared on Figure 2.
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Fig. 2: Directivity index of loudspeaker PMX5

2.3 Auralization based on GA simulation

The first auralization method, labeled GA in the follow-
ing, is based on geometrical acoustic modeling of the
room. The method combines a real-time beam-tracing
algorithm for the simulation of early reflections, and
FDN for the rendering of late reverberation. The ex-
pected advantage of the method is that it calculates
the early reflections segment of the RIR based on the
actual geometry of the room and according to the in-
stantaneous position and orientation of the source and
listener in the room - thus potentially giving more accu-
rate space-time distribution of early reflections. On the
other hand, the late reverberation is an approximation
of the actual RIR decay based on the reverberation time
estimated in a limited number of frequency bands.
A simplified 3D model of the experimental room was
designed and input to the modeler. The model was then
calibrated to obtain the same frequency dependent re-
verberation time as BRIRs measured with the KU 100
and averaged over six positions (1 to 6, see Figure 1).
The floor material (linoleum on concrete) was assigned
an absorption value based on the literature [14]. As the
absorption coefficients for wall and ceiling materials
were not known, they were estimated from the mea-
sured reverberation time, using Eyring’s formula.
The rendering system was implemented using EVER-
Tims module of Spat5 library running in the Max/MSP
software [15]. EVERTims is an open-source frame-
work for 3D models auralization [16]. The modeler
unit constructs a beam tree for the current scene ge-
ometry as well as the positions of the listener and the
source. The beam tree is a base to generate a list of
image sources which are then sent to the auralization
object. The modeler characterizes each reflection path
by its direction of arrival, propagation delay, filtering

due to the source directivity and frequency-dependent
material properties, and air absorption. Directivity of
the source in the modeler is applied to both the direct
sound and image-sources according to the model de-
scribed in section 2.2. Image sources up to the 3rd
order, and limited to reflections earlier than 100ms
were implemented in the system. Each of them was
encoded into a 4th order HOA soundfield according to
its direction of incidence. All together, they form a sin-
gle ambisonic stream representing the early reflections
segment of the RIR.
Synthesizing the late reverberation through image
sources modeling would however not be efficient since
the computation cost increases exponentially with the
reflection order [17]. The late reverberation was simu-
lated with an 8-channel FDN, which parameters (decay
rate and modal density) were set to match the BRIRs
measured in the room (see Figure 3). The incoming
signal feeding the FDN was equalized according to the
power spectrum radiated by the loudspeaker. FDN are
characterized by a slow building up of first reflections
before reaching a high density reverberation. Hence, an
anti-phase filter was used to cancel out this building up
process until 80ms (i.e., with a small overlap with the
latest image source reflections). This guarantees that
only the first reflections provided by the image source
model are delivered to the listener [18]. The transition
time of 80ms between the image source reflections and
the FDN late reverberation was chosen to match the
mixing time observed on the measured SRIRs (i.e. the
time when a sufficiently high echo density is achieved).
The mixing time was estimated from the analysis of
the spatial coherence of the measured SRIRs [11]. The
eight FDN output channels were encoded to 4th order
HOA with diffuse panning. Both the first reflection am-
bisonic stream and the late reverberation stream were
mixed before being sent to the binaural decoder.

2.4 Auralization based on SRIR synthesis

The second auralization method, labeled SRIR in the
following, is based on a convolution approach [19] us-
ing a single reference SRIR among the measurements
described in section 2.1. The reference SRIR corre-
sponds to loudspeaker B measured with the microphone
set at position M1 (see Figure 1) which represents the
maximum distance between the listener and that source
for the considered path. The time and frequency en-
velope of the SRIR is then modified dynamically to
emulate the relative source-listener distance along the
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walking path. The real-time modifications include time
delay, level and spectral changes, applied to different
segments of the impulse response. Thanks to the SRIR
encoding into the HOA domain, the rotation of the
listener may be easily compensated for in real-time
before being decoded in binaural mode. The expected
advantage of this method is that it exploits the SRIR
measured in the room thus reflecting the actual char-
acteristics of the room acoustics. However, in contrast
with the GA method, the space-time distribution of
early reflections is not updated according to the posi-
tion of the listener and source in the room, which limits
the auralization accuracy.

2.4.1 SRIR manipulations

The propagation delay was applied in real-time to the
direct sound, early reflections, and late reverberation
sections, according to the relative distance between
the source and the listener. Filtering was applied to
the early reflections and late reverberation segments
based on Barron’s revised theory [20, 21]. The revised
theory takes into account the fact that whereas the re-
verberation level is assumed to be constant in the room,
it exhibits a spatial dependency when counted from
the arrival time of the direct sound. This property is
expressed through the following formula, that links
the frequency-dependent reverberated energy E( f ,rn)
observed at distance rn with respect to the energy
E( f ,rre f ) measured at distance rre f :

E( f ,rn)

E( f ,rre f )
= exp(

−(rn − rre f )∗0.04
RT60( f )

)

Fig. 3: Measured RT60 and its FDN synthesis

Fig. 4: Energy of time segments along the path

2.5 HOA to binaural decoding and equalization

Both methods are delivering their output under a 4th
order HOA format which needs to be decoded into bin-
aural signals. The HOA soundfield was first decoded
on a set of 24 virtual loudspeakers evenly distributed
on the sphere (slightly sub-optimal compared to the
theoretical 25 loudspeakers required for 4th order HOA
streams). Then, each loudspeaker channel was filtered
with the corresponding HRTF of the KU 100 dummy
head available from the HRTF Bili database [22].
Several compensation filters were applied to each seg-
ment of the synthesized RIR to compensate for mea-
surement and reproduction chain components. The GA
auralization included a filter compensating for the en-
coding process of FDN into 4th order HOA and then
decoding virtual speakers and binaural output. For the
SRIR auralization, it included compensation for the
diffuse field response of EM32 microphone and a com-
pensation filter for the decoding process of SRIR into
virtual speakers and binaural output.
During the subjective listening tests, participants were
wearing special open headphones (AKG K1000) with
transducers distant from the ear pinnae, in order to guar-
antee high acoustic transparency of real sound sources.
A filter was applied to compensate for the headphone
related transfer function (HpTF). As individualized
measurements of participants were not possible to be
recorded, this HpTF was averaged from measurements
conducted on the KU 100 dummy head.
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2.6 Calibration and objective comparison

For both methods, the different time sections are sim-
ulated separately. Hence, it was possible to calibrate
their energy level with regard to a reference point. This
was done considering the KU 100 measurement for
point M16, which corresponds to the shortest listener
to loudspeaker distance (see Figure 1). Thanks to this,
it was then possible to check the evolution of the en-
ergy levels along the walking path for each time section
and to compare them with the measurements (see Fig-
ure 4 and section 2.1). For the GA auralization, the
evolution is very close to the measurements except for
the direct sound on points M1 to M6, which show a
slight underestimation (up to -2.6 dB). For the SRIR
auralization the late reverberation is slightly overesti-
mated (+1.7 dB), while the early reflections sections is
underestimated for short distances (up to -2.2 dB).

3 Subjective listening tests

The main goal of the listening test was to evaluate au-
dio clips played either through real speakers positioned
in the room or through virtualized ones on headphones.
During each trial, participants walked forward and back
following a line drawn on the floor. While they were
walking, an audio clip was played once during the way
forward from a given real or virtualized loudspeaker
and repeated during the way back but from a different
real or virtualized loudspeaker. After each trial, partic-
ipants answered a short questionnaire to rate the two
audio clips in terms of their respective plausibility and
other audio quality attributes.
The speakers positioned in the room were associated by
pairs. For each trial, the audio clips were played con-
secutively on the two loudspeakers of a given pair (A-C
or B-D, see Figure 1). Pair A-C represents speakers
which provide similar listening perspective in relation
to the room and to the walking path. Thus, the influ-
ence of the speaker position on the plausibility and
other attributes rating of the two audio clips is expected
to be minimal. Pair B-D represents a very different
loudspeakers perspective (in terms of distance as well
as orientation). Thus the influence of the speaker posi-
tion on the plausibility and other sound attribute ratings
of the two audio clips may be higher.

3.1 Experimental setup

During the experiment, participants were wearing AKG
K1000 open headphones with a small tracking device

attached (see Figure 1). The tracking system was imple-
mented using the HTC Vive Pro system. A small sensor
- Vive Tracker attached to the top of the headphones
- allowed to track participants’ rotation as well as ab-
solute position. The system employed four infrared
cameras mounted in the corners of the room to track
the position of the sensor.
In order to help participants adjust their walking speed
to the stimuli duration, two iPads were set on each end
of the path, which displayed simple visual signs indi-
cating the time to start walking, rotate, or stop.
In order to limit the test duration and the fatigue of
participants, only one audio clip was used. The sound
stimulus was a 10 second long excerpt from the ane-
choic recording of a male voice reading short sentences
in English. The stimulus was processed in real-time
using the above described auralization methods for the
playback on headphones, or played back directly from
one of the four real loudspeakers standing in the exper-
imental room.

3.2 Conditions

There were 28 combinations of the stimuli pairs (see
Table 1). The conditions included 2 pairs of source po-
sitions (pair A-C or B-D), 2 orders of playback within
a given speaker pair, and 7 combinations of methods:
auralization GA or SRIR vs real source (in both or-
ders), two real sources or two auralizations of the same
method. From these 28 combinations, 20 were pre-
sented twice. The eight conditions with two auraliza-
tions (21-28) were not repeated to limit the test duration.
All of the trials were randomized for each participant.
The average length of the experiment was 75 minutes.

Nr Methods Ldspkrs Nr Methods Ldspkrs

1 SRIR R A-C 15 R GA B-D
2 SRIR R C-A 16 R GA D-B
3 SRIR R B-D 17 R R A-C
4 SRIR R D-B 18 R R C-A
5 R SRIR A-C 19 R R B-D
6 R SRIR C-A 20 R R D-B
7 R SRIR B-D 21 SRIR SRIR A-C
8 R SRIR D-B 22 SRIR SRIR C-A
9 GA R A-C 23 SRIR SRIR B-D

10 GA R C-A 24 SRIR SRIR D-B
11 GA R B-D 25 GA GA A-C
12 GA R D-B 26 GA GA C-A
13 R GA A-C 27 GA GA B-D
14 R GA C-A 28 GA GA D-B

Table 1: Conditions used in the listening test (Methods
and Loudspeaker pairs).
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3.3 Collection method

Thirty three participants with self-reported normal hear-
ing, with a median age of 29 (min 18, max 47, 23 men,
10 women), participated in the experiment. All par-
ticipants were expert listeners or students of sound
engineering programs. After each trial, participants
answered a short questionnaire about the perceived
plausibility, localization accuracy, externalization, re-
verberation, and timbre differences between the two
stimuli. The attributes were chosen based on previous
studies on the topic [23, 5, 8] and the Spatial Audio
Quality Inventory [9]. Participants rated the attributes
of different stimuli on a visual scale with the exception
of localization, for which they used a simple graph to
indicate the perceived position of the sound clips. Par-
ticipants responded to the questionnaire on a laptop and
were guided with a short explanation of the different
questions:

• Plausibility - For each audio clip, rate the plausibility
that it was actually played by one of the loudspeakers
(0 - not at all plausible, 6 - very plausible)

• Localization - Drag two circles to indicate the lo-
calization of audio clip 1 and 2. In case the sound
was coming not exactly from the loudspeaker but
very close to it - you can put it in the area around the
speaker. If the sound was localized even further from
the speaker, you can put it anywhere in the picture

• Blur - Rate how precise was the localization of the
1st and 2nd audio clips (0 - focused, 6 - blurred)

• Externalization - Choose the area that matches the
externalization of the 1st and 2nd audio clips (outside
of the head, close to the head, inside the head)

• Timbre - Rate the difference of timbre between the
two audio clips (0 - not different, 6 - very different)

• Reverberation - Rate the difference of room reverber-
ation between the two audio clips (0 - not different,
6 - very different)

4 Results

The plausibility, blur, and timbre difference evaluation
collected from participants was analyzed to investi-
gate the influence of several factors: acoustic rendering
method, localization of virtual and real loudspeakers,

as well as the inter-subject and intra-subject variability.
Given the repeated measures design of the experiment
(two repetitions of the majority of the trials), simply
averaging values was avoided by using linear mixed
modeling (LMM). This also allowed to include random
intercepts to account for individual differences in inter-
nal scales and other subjective scores and to add control
parameters that might account for variance in the data.
Generalized linear mixed modeling was performed in
R (version 4.0.2) and RStudio (version 1.3.959) using
the lmer4 package. Post-hoc comparisons were com-
puted using the package emmeans. For each of the
preliminary analyses of plausibility, blur, timbre, and
plausibility difference ratings two models were gener-
ated. The first included speaker position and method
of playback as fixed factors (anticipated as the most
important factors affecting ratings). The second model
comprised an interaction between the two factors. The
models also included a random intercept for participant.
The best model for each analysis was chosen based on
the Akaike information criterion (AIC) to determine
the best candidate to explain the variance.
Analysis of the results showed that the best model for
predicting plausibility ratings (scale 0 - not at all plau-
sible, 6 - very plausible) was: loudspeaker pair * play-
back method. There was a significant interaction be-
tween speaker and method (x2(2) = 114.78, P<0.001),
where participants rated both auralization methods as
slightly less plausible in comparison to the real speaker
for speakers A, C, and D (see Figure 5). In particu-
lar, for speaker A there was only a 0.33 point differ-
ence for SRIR and R method and 0.36 for GA and R
method, and for speaker C, there was a 0.56 point dif-
ference for SRIR and R method and 0.77 for GA and
R method. The lowest ratings of plausibility were ob-
tained for speaker D: the SRIR synthesis was rated as
3.32, and GA synthesis even lower - 2.79. Importantly,
for speaker B there were no differences in plausibility
between auralization methods and real loudspeaker.
Similarly to plausibility evaluation, results indicated

that the best model for predicting blur ratings (scale: 0
- very focused, 6 - very blurry) was: loudspeaker pair *
playback method. There was a significant interaction
between speaker and method (x2(2) = 79.99, P<0.001)
where ratings were higher for the simulated methods
than for the real sound for speakers A, B, and C (see
Figure 5). Speaker A was rated as slightly more blurry
than the real speaker for both rendering methods, but
the difference was minimal: 0.29 between SRIR synthe-
sis and the real speaker and 0.33 between GA synthesis
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Fig. 5: Predicted values and 95% confidence intervals
for plausibility (scale: 0 - not at all plausible,
6 - very plausible) and blur ratings (scale: 0 -
very focused, 6 - very blurry) (***P < 0.05)

and the real speaker. The difference was a bit more
pronounced between GA and R for speaker position C:
0.62 points. Speaker D had the highest ratings of blur
for all 3 methods of rendering. However, both auraliza-
tions were rated as significantly more blurry than the
real speaker: the difference between SRIR and R was
1.03, and between GA and R 1.29 points. Importantly,
there was no significant difference between blur ratings
for auralizations and the real speaker for speaker B.

During the experiment, participants also rated the tim-
bre difference within each pair of speakers A-C or B-D
(scale: 0 - not different, 6 - very different). Analysis
of the results showed that the best model for predicting
timbre difference ratings was: loudspeaker pair + play-
back method. There was a significant main effect of
loudspeaker pair ((x2(1) = 159.0, P<0.001). The tim-
bre difference for pair A-C (1.64) was rated statistically
significantly lower than for pair B-D (2.58). During
the test, participants also listened to pairs of stimuli
with different combinations of playback methods. The
possible pairs of methods were: R-R, SRIR-R, GA-R,
SRIR-SRIR, GA-GA (see Figure 6). There was a signif-
icant influence of playback method pair on the ratings
of timbre difference (x2(4) = 60.3, P<0.001). The low-
est rating was obtained by a pair of two real speakers
(R-R, 2.01) and two SRIR auralizations (SRIR-SRIR,

2.11). The highest rating of timbre difference was ob-
served on pair GA-R (2.79). Pairs SRIR-R and GA-GA
were rated similarly with the mean estimate slightly
higher than for pair R-R (2.58, 2.46 respectively).
In order to compare the results of timbre difference
evaluation with plausibility ratings, for each trial, plau-
sibility difference was calculated. The plausibility dif-
ference was obtained by taking the absolute value of
difference between the plausibility ratings for each
stimuli pair. After that, a separate analysis was per-
formed to allow for direct comparison of plausibility
difference with timbre difference results (see Figure 6).
The best model for predicting plausibility difference
was: loudspeaker pair + playback method. There was
a significant main effect of loudspeaker pair (x2(1) =
90.1, P<0.001). The results for plausibility difference
were similar to the timbre difference evaluation. The
ratings for pair A-C and B-D were significantly differ-
ent, with pair A-C obtaining a lower difference (1.09)
than pair B-D (1.78). There was also a significant in-
fluence of playback method pair on the plausibility
difference (x2(4) = 30.2, P<0.001). The influence of
method was also similar to timbre difference ratings.
The lowest difference was obtained by a pair of two
real speakers (R-R, 1.40). The largest difference of
plausibility rating was observed on pair GA-R (1.99).
Pairs SRIR-SRIR, SRIR-R, and GA-GA obtained simi-
lar values with the mean estimate slightly higher than
for pair R-R (1.75, 1.78, 1.85 respectively).

5 Discussion

We presented a novel experimental design for plausi-
bility evaluation with self-translation of the user. The
design of the study focused on resembling a real-life
scenario where real sounds are present but do not allow
for a direct comparison, as they may be originating
from different types of sources (e.g. different voices)
and might not be heard from the same perspective. In
the experimental design, stimuli were played in pairs
by real and virtual loudspeakers with the same acousti-
cal characteristics, but with varying positions.
Importantly, plausibility evaluation seems to be effec-
tive using a continuous scale. The presence of results
where participants rated the real speaker lower than the
maximum of the scale (e.g. loudspeaker D), shows that
the plausibility judgment is not binary, as also the real
sources might not always be perceived as fully plausi-
ble. This poses an interesting area of investigation to
answer what factors cause real sounds to be perceived
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Fig. 6: Predicted means and 95% confidence intervals
for plausibility and timbre difference ratings
(***P < 0.05)

as less plausible.
The ratings were strongly affected by the position of
the loudspeaker in the room. The largest difference be-
tween rendering methods was seen for speaker D which
might be explained by the inaccuracy of the simulation
at this loudspeaker position. As the levels for RIR seg-
ments were calibrated to the point in the center of the
room, the points furthest away from the center might
have the biggest inaccuracies in reproduced levels of
RIR. Also, the further away the source from the listener,
the bigger role is played by reverberation, which might
have been reproduced less accurately. Perception of
close sources depended mostly on direct sound.
The design of the study - which included self-
translation of the listener - allowed to perceive the three
loudspeakers A, B and C under a very similar hearing
perspective although they were located at different po-
sitions. Only loudspeaker D located further away from
the walking path imposed a different hearing perspec-
tive. Thus, the two pairs of loudspeakers represented
two types of comparisons between real references and
auralizations. Pair A-C provided a situation where the
hearing perspectives are very similar considering the
forward and backward phases of walking, while pair
B-D exemplifies a situation where the comparison with
the real source is more difficult. This may explain why
the plausibility judgment for the virtualized speaker B
was not significantly different from the real speaker. In

contrast, despite high plausibility scores, the simulation
of speakers A and C could be still discriminated from
their respective real references. Analysis of timbre and
plausibility difference evaluation for different methods
suggests that the ratings were correlated. The relative
difference between different methods of playback is
very similar for both attributes. This may indicate that
the plausibility is affected by timbre of the source but
further studies are needed to explore this area.
The preliminary results showed that the experimental
design was successful in obtaining meaningful com-
parison of auralizations with a real reference. Both
rendering methods obtained similar high plausibility
scores, with method SRIR performing slightly better
than GA. The limitation of this study is that both ren-
dering methods differ in several aspects, so it is hard
to assess which aspect of rendering was crucial for the
plausibility evaluation. However, further analysis of
the reverberation, timbre and externalization ratings
as well as a more detailed objective evaluation of au-
ralizations might reveal some dependencies between
rendering and perceptual judgment and specific fea-
tures of auralization methods.
Future work should include further investigation of
the correlation between plausibility and other sound
attributes. Both auralizations should be further investi-
gated in perceptual studies to assess how simplification
of rendering parameters might affect the plausibility
evaluation for expert and naive listeners.
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